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Motivation and Contribution

• We address color-based model-free online object tracking where neither class-specific
prior knowledge nor pre-learned object models are available.

• Recent benchmark evaluations (e.g. VOT [4]) show that color-based trackers tend to drift
towards visually similar regions.

• State-of-the-art approaches rely on well
engineered features (e.g. HOG [1]), correlation
filters [3], and complex color features (e.g.
color attributes [2]).

• We argue that trackers based on standard
color representations still keep up with the
state-of-the-art if they properly address two
key requirements:

– Distinguish the object from its surroundings.

– Prevent drifting towards distracting regions.
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• To this end, we propose a distractor-aware tracking approach which
addresses both requirements.

• Supplemental material publicly available (scan QR code).

Discriminative Object Model

• To distinguish the object from its surrounding region, we
employ a Bayes classifier

P (x∈O |O,S, bx) ≈ P (bx |x∈O)P (x∈O)∑
Ω∈{O,S}

P (bx |x∈Ω)P (x∈Ω)
.

• Color histograms HI
{O,S} model the joint RGB distribution of

image pixels I(x) at location x, where bx denotes the
corresponding bin

P (bx |x∈O) ≈ HI
O(bx)

|O|
, P (x ∈ O) ≈ |O|

|O|+ |S|
,

P (bx |x∈S) ≈ HI
S(bx)

|S|
, P (x ∈ S) ≈ |S|

|O|+ |S|
,

P (x∈O|O,S, bx) =

{
HIO(bx)

HIO(bx)+HIS(bx)
if I(x)∈I(O ∪ S)

0.5 otherwise.

• Lookup-tables enable efficient evaluation over large search regions.

Distractor-aware Object Model

• Identify visually distracting regions D whenever they appear
within the field-of-view and suppress them in advance

P (x∈O |O,D, bx) =

{
HIO(bx)

HIO(bx)+HID(bx)
if I(x)∈I(O ∪D)

0.5 otherwise.

• Combine both object models with weighting parameter λ

P (x ∈ O | bx) = λP (x ∈ O |O,D, bx)+(1−λ)P (x ∈ O |O,S, bx) .

• Regularly update model to handle changing object appearance
using learning rate η

P1:t(x ∈ O | bx) = ηP (x ∈ O | bx) + (1− η)P1:t−1(x ∈ O | bx) .

Localization

• We follow the widely used tracking-by-detection principle.

• Densely sample hypotheses Ot,i within rectangular search region and compute their vote
score sv and distance score sd

sv(Ot,i) =
∑

x∈Ot,i

P1:t−1 (x∈O | bx), sd(Ot,i) =
∑

x∈Ot,i

exp

(
−‖x− ct−1‖2

2σ2

)
.

• We perform an iterative non-maximum suppression to obtain both the new target location
O?
t = arg max

Ot,i

(sv(Ot,i)sd(Ot,i)) and potential distractors (high vote score).

Scale Adaptation

• Segment the object using an adaptive threshold τ? based on cumulative histograms cL{O,S}
over the likelihood map L.

• Perform connected component analysis to adapt the target scale.
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Benchmark Results

• Extensive evaluations on the Visual Object Tracking (VOT) benchmarks [4] show state-of-
the-art accuracy and improved robustness.

• We demonstrate benefits of distractor-awareness (DAT) and scale-adaptation (DAT+scale)
compared to baseline (noDAT) and state-of-the-art trackers (including the challenge winners,
i.e. DSST & PLT).

• Ranking plots based on statistical significance of performance differences w.r.t. accuracy and
robustness metrics (Top-performing trackers are located top-right):
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• Robustness to noisy initializations (Best, second, and third best results are highlighted):

Tracker
Accuracy Robustness Combined

Score↑ Rank↓ Score↓ Rank↓ Rank↓

ACT [2] 0.49 5.02 1.77 4.56 4.79
DSST [1] 0.57 3.10 1.28 3.98 3.54
KCF [3] 0.57 3.44 1.51 4.28 3.86
LGT [PAMI’13] 0.46 5.12 0.64 3.54 4.33
Struck [ICCV’11] 0.48 5.42 2.22 5.00 5.21
DAT 0.55 3.20 1.06 3.38 3.29
DAT+scale 0.58 2.70 1.03 3.26 2.98
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