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Motivation

• We address the long standing problem of data annotation, which is
especially expensive for 3D hand pose estimation

• We use unlabeled data to reduce the required amount of annotated
data

• We propose a semi-supervised method, that learns to estimate the 3D
pose of a monocular hand image

• We build upon the work of Rhodin et al. [2] on 3D human pose esti-
mation which we adapt and optimize to work for hands and to jointly
handle labeled and unlabeled data in an end-to-end manner

Idea

• We learn a geometry-aware representa-
tion of the human hand from multi-view
images without annotations

• The encoder-decoder is trained to pre-
dict an image seen from one view given an
image captured from a different view

• We train an encoder-decoder network to learn an unsupervised
geometry-aware representation for 3D hand pose estimation

• We use the latent representation to learn a mapping to the 3D pose
in a supervised manner

• The latent representation already captures the 3D geometry, therefore

→ the mapping is much simpler and

→ considerably fewer examples are required to learn the mapping

• We use sequences of RGB images acquired from multiple synchronized
and calibrated cameras

• We feed the rotation matrix Ri→j connecting Iit and Ijt as an additional
input to the encoder and decoder, and train them to encode Iit and
resynthesize Ijt

Geometry-Aware 3D Hand Pose Estimation

• Novel views of the corresponding hand pose can be rendered by manip-
ulating the rotation parameter Ri→j

• We split the background and the appearance of the hand from the latent
representation to only encode the 3D geometry

• We model the latent representation L3D ∈ R3×N of the input image as
a set of N points in 3D space

• L3D has the semantic meaning of a skeleton with K = 21 hand joints
encoded as a vector P ∈ R3K

• We learn a mapping F : L3D → R3K

• F is modeled as a Fully Connected Neural Network (FCNN)

• This mapping requires only a small amount of annotated data

• Pre-trained network as proposed by Rhodin et al. [2] combines the
encoder-decoder network (unsupervised training) and the FCNN (super-
vised training):

• Our semi-supervised network simultaneously optimizes the weights of
the encoder, decoder and FCNN:

• Semi-supervised setup almost halves the training time

• We use a random minority oversampling method to compensate for
the imbalances in labeled and unlabeled data

Findings

• Supervised: The network directly maps an input image to the 3D pose,
without pre-training the encoder with unlabeled images

• Pre-trained: This is the hand pose estimation network using a pre-
trained encoder

• Semi-supervised: The encoder-decoder network and the pose network
are trained simultaneously

• Define different levels of supervision to train the FCNN

• Normalized Mean Per Joint Position Error on CMU Panoptic dataset [1]

• Qualitative results for Novel View Synthesis, 3D latent variables and
pose predictions of the semi-supervised network:
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